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Abstract

Field measurements in the atmospheric boundary layer were carried out to identify the effect of atmospheric stability on subgrid-
scale physics for large-eddy simulation. The basic instrumentation setup consisted of 12 three-dimensional sonic anemometers
arranged in two parallel horizontal arrays (seven sensors in the lower array and five sensors in the upper array). Data from this setup
are used to compute the subgrid-scale (SGS) heat fluxes and SGS dissipation of the temperature variance under stable and unstable
stability conditions. The relative contribution of the SGS vertical flux to the total turbulent flux increases when going from unstable
to stable conditions. The relative importance of negative SGS dissipation (backscatter) events becomes larger under stable condi-
tions. The model coefficients for two well-known SGS models (eddy-viscosity and non-linear) are computed. Model coefficients are
found to depend strongly on stability. Under both stable and unstable conditions, large negative SGS dissipation is associated with
the onset of ejection events while large positive SGS dissipation tends to occur during the onset of sweep events. These findings are
also supported by conditionally sampled 2D velocity and temperature fields obtained using the 12 anemometers placed in a vertical

array. © 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Large-eddy simulations (LESs) of the turbulent flow
in the atmospheric boundary layer (ABL) provide
multiscale, transient information necessary to better
understand the dynamics of land—atmosphere exchange.
Since it was first introduced [11], LES has been used to
study the impact of different surface hydrologic factors
such as the spatial variability of surface heat, moisture
and roughness, on the ABL transport of momentum,
heat and water vapor [1,2,18,20,25,46,55]. In LES, the
unsteady 3D equations governing turbulent transport
are numerically solved for scales of motion larger than a
given grid size A4, usually on the order of meters in
simulations of the ABL. The contribution of the subgrid
scales (smaller than A) on the resolved field is deter-
mined by a subgrid-scale (SGS) model. The separation
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of scales between resolved and subgrid scales is achieved
by using a filter, of characteristic width 4, on the
equations describing the transport of momentum and
scalar quantities. This yields a set of equations for
the evolution of the filtered (resolved) quantities, ame-
nable to numerical solution on a grid with mesh size of
order 4.

In this paper we will focus on heat transport in the
lower atmosphere. The equations for the conservation of
filtered temperature 0 are
00 o(w0) g

ot axj B ax,»
where ¢ is time, x; is the spatial coordinate in the ; di-
rection, u; is the velocity component in the j direction,
and Q is a source/sink term. Molecular dissipation has
been neglected, and the tilde (7) denotes the filtering
operation. The effect of the scales smaller than 4 on 6 is
through the SGS heat flux ¢; (Eq. (1)), defined as

qi = ulH — ﬁ,é (2)

+0, (1)
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Note that ¢; is unknown and must be parameterized
with an SGS model as a function of the resolved velocity
and temperature fields. The subgrid scales are known to
have an important effect on the resolved scalar field [37].
For example, theN(;ominaqt effect on the filtered scalar
variance o} = (10°°) = 1((0 — (0))*), where () denotes
the ensemble average and the prime is defined by
0 =0 — (), is through the so-called SGS dissipation
rate of scalar variance

o0
xX= —‘]_/a- (3)
J

Note that y is also equal to the production of unresolved
scalar fluctuations. Further details on the evolution
equation for o7 can be found in Porté-Agel et al. [45].

The relative contribution of the subgrid scales to the
overall turbulent fluxes is very large near the land sur-
face [46]. Hence, simulation results near the ground are
particularly sensitive to the model formulation and this
becomes especially important in a hydrologic context
when one wishes to simulate latent and sensible heat flux
into the atmosphere over natural land surfaces. Sub-
stantial effort is required to improve SGS parameter-
izations in order to make LES a reliable tool to simulate
the physics of the near-ground land-atmosphere ex-
change. A key challenge for substantial progress in SGS
modeling is to understand the relation between the dy-
namics and statistics of subgrid scales and the large scale
dynamics of the flow [37]. The LES community has
recognized the need to carry out so-called a priori
studies that use experimental data to learn about the
two-way relationship between subgrid and resolved
scales that needs to be captured by the SGS models [42].
We present some of the latest developments in a priori
studies, with particular emphasis on studies carried out
in the lower atmosphere.

A priori studies use data at high spatial resolution.
From these well resolved turbulent fields the SGS vari-
ables (fluxes and dissipation) can be computed and SGS
models can be tested directly. The first a priori studies
used data from direct numerical simulations (DNS) of
isotropic turbulence [10,14] and other turbulent flows
[19,42]. In contrast to LES, DNS resolves all the scales
of motion (from the integral scale / to the Kolmogorov
scale 1) by using a grid size 4 smaller than 5, therefore
not requiring the use of an SGS model. For this reason,
DNS results are often considered as ‘true’ experimental
data. However, due to limitations in computational re-
sources, DNS can only be used in relatively low Rey-
nolds number flows (Re < 10%). In order to extend a
priori studies to higher Re flows, high-resolution lab-
oratory measurements have been carried out and have
been applied to test SGS models [5,29-31,34,36,38,41].

In the last few years the first a priori field studies have
been initiated in the atmospheric surface layer

[45,47,48,60]. Some of the issues addressed by these ex-
perimental studies under unstable atmospheric stability
include: (1) the statistical nature of the SGS variables
and the relation between SGS variables and large-scale
structures of the flow such as coherent structures; (2)
evaluation of the performance of different SGS models;
and (3) scale-dependence (filter-size dependence) of the
measured and modeled SGS variables. A brief summary
of the key findings from a priori studies in the at-
mospheric surface layer is presented below.

1.1. Statistics of the SGS variables

A particularly important feature of any SGS model is
the ability to reproduce the correct relation between
SGS variables and large-scale features of the flow such
as coherent structures. In turbulent boundary-layer
flows, coherent structures are associated with the sweep/
ejection nature of the flow, and their presence in the
atmospheric surface layer is easily identified through
ramps in the measured temperature signal
[15,16,22,23,50,53,54,58]. Such coherent motions are
well known to be responsible for a very important
fraction (75% and more) of the total turbulent fluxes
[15], and therefore it is important that SGS models used
in LES of the ABL capture the relationship between the
coherent structures and the dynamics of the non-re-
solved scales.

In boundary-layer flows, some a priori studies that
use conditional averaging techniques have addressed the
importance of coherent structures on the SGS dissipa-
tion. Using data from filtered DNS of channel flow,
Piomelli et al. [43] found that backscatter of resolved
kinetic energy tends to occur during sweeps, while pos-
itive SGS dissipation is associated with ejection events.
Lin [27] used results from LES with an eddy-viscosity
model to study the near-grid-scale (corresponding to the
smallest resolved scales) energy dissipation. He con-
cluded that during ejections, both forward and back-
scatter occur, and the same is true during sweep events.
Porté-Agel et al. [47,48] reexamined this issue using
different conditional averaging techniques and found
that strong negative SGS dissipation occurred during
the onset of ejections (transition from sweeps to ejec-
tions associated with strong temperature gradients),
while large positive SGS dissipation occurred during the
onset of sweeps. Tong et al. [60] focused on the stat-
istical nature of the SGS stresses (t;; = w;u; — ;1;) in the
filtered momentum equation. By studying the joint
probability density functions (pdfs) of the filtered ver-
tical velocities and of the vertical SGS stresses, they
found that the important interactions among resolved
and SGS motions involved the resolved vertical velocity.
The horizontal resolved motions had little effect upon
the SGS velocities.
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1.2. Evaluation of SGS models

Field data have been used to compute the SGS and
resolved (filtered) variables, and these variables have
then been used to test the performance of different SGS
models. Here we present a brief description of the most
popular SGS models and their performance as evaluated
from previous a priori field studies. Extensive reviews of
these models and other recent developments in SGS
modeling can be found in [32,37,44].

Eddy-diffusion (eddy-viscosity) models are the most
commonly used models in LES of ABL flows [56]. These
models parameterize the SGS fluxes (SGS stresses) as
proportional to the resolved scalar (and velocity)
gradients. Specifically, the i-component of the SGS heat
flux modeled with the eddy-diffusion model is of the
form

. B - 00
g = —PrTlcéﬂz\Sla—xi, (4)

where |S| = (25,—,-5,-,—){/ ? is the resolved strain rate mag-
nitude, S;; = %(g—)’:; + %) is the resolved strain rate tensor,
Cs is the so-called Smagorinsky coefficient and Prr is the
sub-grid Prandtl number. When a cut-off filter is used in
the inertial subrange of isotropic, homogeneous turbu-
lence, Cs is known to have a value of about 0.17 [26].
Although eddy-viscosity models can yield the correct
flow statistics (mean values, variances and turbulent
spectra) [46], field studies show as low as 20% correla-
tion between the measured and modeled SGS variables
[45,47]. Moreover, eddy-viscosity models are unable to
yield backscatter (transfer of energy or temperature
variance from the subgrid to the resolved scales) which
is measured in the field.

The so-called similarity model, and non-linear
(gradient) model which take advantage of the scale
similarity or invariance of the dynamics at different
scales in the inertial range of turbulence, have generated
considerable interest in recent years [6,61]. The non-
linear or gradient model is of the form
2% 00 (5)

nl
P = Cn 4 )
4 : axk axk

where Cy; depends on the filter type. The repeated index
k corresponds to the directions involved in the filtering
operation (i.e. k =1,2,3 for a 3D filterand k = 1,2 if a
2D filter — in the streamwise and spanwise directions — is
used). Using the similarity and non-linear models (in-
stead of only eddy-viscosity) a better correlation be-
tween measured stresses/fluxes and modeled SGS
stresses/fluxes has been found in a priori field studies
[48]. These models are able to reproduce the backscatter
of energy and scalar variance [4,29,48,51]. However,
when used in simulations, the similarity model or the
non-linear model alone do not dissipate enough energy
and typically yield numerically unstable simulations. In

order to avoid this problem, [4] proposed a mixed
model, obtained by adding a dissipative eddy-diffusion
term. When using the non-linear model, the resulting
mixed model is

dit; 00

P (6)

6xk ka ’
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where [Pr;!'C2]" and [C,]" are the mixed model coeffi-
cients. The mixed model combines the strengths of both
the similarity (or non-linear) model and the eddy-vis-
cosity model. Although successfully applied in a number
of engineering flows [3,51], to date the mixed model
approach has not been used widely in simulations of the
ABL. An exception is the work of Kosovic [24], who
used a non-linear model in LES of the ABL with sig-
nificant improvements in the predicted flow field as
compared to the simple eddy-viscosity model.

1.3. Scale-dependence

By using different instrument setups, characterized by
different separation between anemometers, Porté-Agel
et al. [48] explored the influence of the filter width 4 on
the mean and conditionally averaged SGS variables
computed in an unstable atmospheric surface layer.
They found that the mean SGS fluxes increase with in-
creasing filter size. Although on average the SGS dissi-
pation did not change substantially with change in the
filter size, strong positive and negative SGS dissipation
associated with large-scale structures of the flow were
relatively more important for large 4 (at the same height
z). Porté-Agel et al. [48] computed the model coefficients
for the eddy-diffusion model, non-linear model and
mixed model by forcing a match between the mean
modeled and measured SGS dissipation. They found
experimental evidence for the dependence of the model
coefficients on the filter scale 4. This dependence,
stronger at smaller z/4, is in good agreement with the
results obtained from simulations (under neutral
stability conditions) using the dynamic eddy-viscosity
model [46].

The above results from both an a priori study and
simulations show that under near-neutral and unstable
stability conditions the statistics of the SGS fluxes and
dissipation and the values of the model coefficient de-
pend on two important length scales: the distance to the
ground z, and the filter scale 4. The fact that scale-de-
pendence is more important for very small z/4 (4 = z) is
due to the fact that in that limit the filter scale is near the
upper limit (or even outside) of the inertial subrange
(corresponding to length scales on the order of z). In
that limit, scale-invariance, based on inertial range ar-
guments, breaks down.

In this paper, we use high-resolution field measure-
ments to study the effect of atmospheric stability, es-
pecially stable stability, on the nature of the SGS
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variables. Despite the improved understanding of the
SGS dynamics under unstable and near-neutral condi-
tions, provided by the recent a priori studies, very little is
known about the effect of stable atmospheric stability on
the SGS variables and corresponding implications for
SGS modeling. In Section 3.1 we explore how at-
mospheric stability impacts the SGS fluxes and dissi-
pation of temperature variance. In Section 3.2 we
explore the effect of stable stability on the model coef-
ficient for eddy-viscosity and non-linear models. Finally,
in Section 3.3 the relationship between large-scale co-
herent structures of the flow and the magnitude of the
SGS dissipation is measured using conditional averaging
techniques.

2. Experiment

The field experiment was carried out over a flat field
at the Campbell Tract research field of the University of
California at Davis during the summer of 1999. The
instruments were placed near the north-eastern corner of
a uniform, bare soil, rectangular section field some 600
m (north-south) by 300 m (east-west). Since the pre-
vailing winds were from the south-west, this location
guaranteed a long homogeneous fetch in the upwind
direction. The soil surface had furrows in the north—
south direction, and the average furrow depth was 10
cm.

Twelve Campbell Scientific CSAT3 triaxial sonic
anemometers (path length=10 cm) were used to sim-
ultaneously measure the longitudinal (), lateral (u;)
and vertical (u3) wind velocity components as well as the
air temperature (0). The sampling frequency was 20 Hz.
The supporting meteorological measurements included

Table 1
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net radiation, water vapor concentration, relative hu-
midity and skin temperature.

The data analyzed and presented here were collected
during six 25-min periods during which the sensors were
arranged in two different setups. A double horizontal
array of sensors was used during four periods (denoted
as A, B, C, and D), while a single vertical array of
anemometers was used during the two remaining peri-
ods (denoted as E and F). The dates and starting times
for the six periods are given in Table 1, together with
details of the arrangement of the sensors and the tur-
bulence and meteorological conditions. A description of
the two setups is given below.

2.1. Horizontal setup

Data from the horizontal arrays of sonics were
obtained on the afternoon and evening of June 6. The
sonic anemometers were laid out in two parallel hori-
zontal arrays aligned roughly perpendicular to the
prevailing wind (see Fig. 1). The lower array, at
z; = 3.41 m, had seven anemometers and the upper
array, z; = 3.92 m, had five anemometers. The distance
between adjacent sensors in the same array is d = 0.40
m (see Table 1). Figs. 2(a)—(c) show a sketch of the
relative position of the anemometers. The reference
system is chosen so that i =1,2,3 correspond to the
streamwise, spanwise and vertical directions, respec-
tively. Since the spanwise direction (perpendicular to
the direction of the mean wind for each period) does
not correspond exactly with the direction of alignment
of the sensors, a shift is applied to the time series
based on Taylor’s hypothesis in order to produce si-
multaneous readings in the positions corresponding to
the x axis (dotted line in Fig. 2(b)). Therefore, the

Summary of meteorological and turbulence conditions during the six 25-min measurement periods considered in this study

Meteorological and turbulence conditions Period A Period B Period C Period D Period E Period F
Day June 6 June 6 June 6 June 6 June 16 June 16
Starting time for the 30-min period (LST) 2109 2250 1830 1615 1855 2314
Distance between adjacent sensors (d) (m) 0.405 0.405 0.405 0.405 - -
Angle 8 (°) +12.2 +3.92 -15.5 +34.0 -24.7 +16.6
Filter size 4 (m) 1.95 2.02 1.95 1.70 2.00 2.00
Mean horizontal wind speed ((u;)) (m s7!) 2.33 2.77 6.14 6.25 3.34 1.34
Mean air temperature ({0)) (K) 290.4 287.4 297.8 298.7 302.6 292.1
RMS horizontal velocity (a,,) (m s™!) 0.44 0.46 0.99 1.17 0.57 0.36
RMS vertical velocity (a,,) (m s™!) 0.12 0.19 0.42 0.51 0.33 0.08
RMS temperature (ay) (K) 0.51 0.27 0.21 0.98 0.38 0.09
Friction velocity (u.) (m s71) 0.047 0.10 0.28 0.41 0.24 0.040
Streamwise heat flux ((,0)) (K m s™') 0.0924 0.0371 0.0762 —-0.4722 —0.0954 +0.0168
Vertical heat flux ((u360')) (K ms™) —0.0068 —-0.0100 —0.0222 0.1530 +0.0520 —-0.0010
Obukhov length (L) (m) 1.36 9.16 196.36 -31.71 —-19.58 4.39
Stability parameter (z/L) 2.47 0.37 0.02 —-0.11 —-0.14 0.64
Surface temperature (K) 286.2 284.0 292.8 298.9 304.5 291.3

Periods A, B, C and D used data collected with two horizontal parallel arrays of anemometers, while periods E and F used data from a single vertical

array.
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Fig. 1. Photograph showing the double horizontal array of 3D sonic anemometers.

distance between two consecutive sensors in the x di-
rection is 4 = d cos f§, where f is the angle between the
direction of the mean wind and the direction perpen-
dicular to the sensors. The values of f and d corre-
sponding to the four periods (A, B, C and D) are
given in Table 1. From Table 1, the four periods show
very distinct atmospheric stabilities. In particular, the
values of the stability parameter z/L are +2.47 for

period A (stable), +0.37 for period B (moderately
stable), +0.02 for period C (weakly stable), and —0.11
for period D (unstable). The Obukhov length L is
defined as

3
L — u*p , (7)
kg{ﬁ + 0.61E}

(c) Q— 7
7 &

23

3D sonic anemometer

Virtual location of anemometers aligned
perpendicular to mean wind direction

=  Mean wind direction

Fig. 2. Sketch of the instrument setup. (a) Front view; (b) top view; and (c) lateral view.
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where u, (= [t/ p]l/ ‘= [—(u’lug)]l/ %) is the friction vel-
ocity, 7 is the surface shear stress, p is the density of
air, H is the sensible heat flux, (#) is the mean air
temperature, E is the water vapor flux (£ = p(uiq’)), ¢'
is the fluctuation in the water vapor concentration, g is
the gravitational acceleration, and & (=0.4) is von
Karman’s constant. The soil was relatively moist due
to an irrigation during the afternoon of June 5.

In Figs. 3 and 4, 2D color contour plots of the
streamwise velocity (u;) at the two heights (z; and z,),
as well as of the vertical velocity (u3) and temperature
(0) at the lower level (z;), are shown corresponding to
the measurement periods D (unstable conditions) and
A (stable conditions), respectively. The short axis
corresponds to the direction perpendicular to the main
wind (y direction). The longer axis corresponds to the
direction of the main wind (x direction), and is ob-
tained using Taylor’s hypothesis to convert the time
coordinate into a space coordinate.

In Figs. 3 and 4 the presence and size of structures of
the flow can be observed. Note that the observed
structures are smaller for stable conditions (Fig. 4) than
for unstable conditions (Fig. 3). Under unstable con-

u, (22) u, (21)

44

42

ditions (Fig. 3), ejections (1} > 0) carry relatively warm
air from the near-ground region upwards, producing an
increase in the temperature (6 > 0), while under stable
conditions (Fig. 4) ejections move relatively cool air
upwards.

The power spectra for the streamwise velocity and
temperature signals measured at height
(=3.41 m) are computed and presented in Figs. 5(a)
and (b) corresponding to periods A (stable) and B
(moderately stable), respectively. They are obtained
from 25 segments of 1024 points each, using a Bartlett
window [49]. In Fig. 5 the power spectra (E; for a ge-
neric signal k) are normalized as E/(o7z), where o7 is
the variance of the signal. The wave number k; is based
on the sampling frequency, using Taylor’s hypothesis,
and it is normalized by z. The slope of the spectra is
—5/3 for a considerable range of wave numbers, which
corresponds with the inertial subrange. For period A,
the spectral slope is much smaller (~—1) at relatively
small wave numbers (k;z < 3). Due to the damping effect
of strong stratification, the characteristic scale of tur-
bulence under stable conditions (~L) is smaller than it is
under neutral conditions (~z). Hence, for stable condi-

zZ =11

u, (21) 6 (21)

40
E
=38
36
oy
34
-
| ]
32 L L
-1 0 1
y [m]

.

y[m]

E 1

298 299 300

Fig. 3. Horizontal contour plots of the streamwise velocity (#; in m s™') at the two heights (z; and z,), vertical velocity (43 in m s™!) at z = z;, and
temperature (0 in K) also at z = z|, corresponding to measurement period D (unstable).
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u, (22) u, (21) u, (21) G] (21)
570 570 570 rommm——— 570
E 3
568 568 568 %__‘ 568
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Espat 564 564 564
<
'-‘
-
562 | { 562 562 562
1 3 —
2 B
560 |- 1 560 S T 560 + 560
558 L ) 558 558 558\—""—
- 0 1 21 0 1 =1 0 1 A 0 1
y [m] y [m] y [m] y [m]

1 2 1 2 -05 0 05 289.5 290 290.5

Fig. 4. Horizontal contour plots of the streamwise velocity (#; in m s™') at the two heights (z; and z,), vertical velocity (43 in m s™!) at z = z;, and
temperature (0 in K) also at z = z;, corresponding to measurement period A (stable).

10’ E E| 10" F E
- —— A(stable) 1 g —— A(stable) 1

—— B (moderately stable) 3 —— B (moderately stable)
100 | 3 10° F E
107 [ E 10" E
~ I - ~ = N
NN= I ] NN@ 5 i
L o2 4 £ wef E
=] B - o ]
i r ] w - ]
109 | = 10° E
104 | - 10 N E
i k1Z=ZJLl lk1z=(rr/A)z A ] - k1Z=Z/Ll lk12=(’VA)Z h i

10'57 Ll | N | 1 105 I I | | ol

107 10° 10° 102 107 10° 10! 102

(@) k,z (b) kiz

Fig. 5. Normalized power spectra for the streamwise velocity (a) and the temperature (b) for measurement periods A (stable) and B (moderately
stable). The —5/3 and —1 power laws are also shown (dashed lines). The arrows show k;z corresponding to z/L (=2.47 for period A) and to the filter
scale A (see Section 3.1).

tions the inertial subrange (and thus the —5/3 spectral kiz = z/L, where the transition starts for the most stable
slope) is expected to have an upper limit at scales on the case, and kjz = (n/A)z, the filter scale. For the other
order of L (i.e. kiL =~ 1, or kjz ~ z/L = 2.5). In Fig. 5, we three periods (B, C and D), corresponding to weaker
indicate scales that are relevant to our analysis: stability (even unstable conditions for period D), the
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characteristic scale of turbulence is larger (~z) and
therefore the inertial subrange behavior extends to
smaller wave numbers than k;z=z/L. Since spectra
from periods B, C and D showed a similar behavior, for
presentation purposes only periods A and B are shown
in Fig. 5.

2.2. Vertical setup

The vertical setup (used during the periods E and F)
consists of a vertical array with the 12 3D sonic
anemometers placed at heights (measured from the
bottom of the furrows) z) = 1.53, zp) = 1.79, zp5) =
203, Z4) = 229, Z(5) = 255, Z(G) = 280, Z(7) = 306,
Z@g) = 331, Z(9) = 356, Z(10) = 382, Z(11) = 406, and
z(2) = 4.32 m, respectively (see Fig. 6). Note that the
parenthesis in the subscripts indicate that the heights
correspond to the vertical setup (as opposed to the
double horizontal array). From Table 1, measurement
periods E and F are unstable (z/L = —0.14) and stable
(z/L = 0.64), respectively. The soil on June 16 was dry
compared to the conditions on June 6 (horizontal set-
up), since there was no further irrigation after June 5.
Data collected during periods E and F are used in Sec-
tion 3.3 to study the qualitative effect of a change in
atmospheric stability on the vertical distribution of co-
herent structures of the flow during strong positive and
negative dissipation events.

Fig. 6. Photograph showing the vertical array of 3D sonic anemom-
eters.

3. Results
3.1. Statistics of the SGS heat flux and SGS dissipation

The SGS heat fluxes, ¢;, and the SGS dissipation of
temperature variance, y, are computed using their defi-
nitions (Egs. (2) and (3), respectively). A spatial filter of
size A was applied to the measured velocities u;, tem-
perature 0, and products u;0, to obtain the SGS fluxes
(¢; = u;0 — u;0). As in previous a priori studies [48,47], a
2D filter is used, consisting of a box filter in the spanwise
direction (roughly parallel to the alignment of the sen-
sors) and a Gaussian filter in the streamwise direction.
Using results from simulations, Tong et al. [59] showed
that in the atmospheric surface layer, 2D filtering ob-
tained from arrays of sensors is a good approximation
to 3D spatial filtering. In the spanwise direction, due to
the limited number of points (equal to the number of
sensors), a box filter is the most suitable choice. This was
also shown by Cerutti and Meneveau [9] in the context
of arrays of hot-wire sensors for similar studies in lab-
oratory turbulence. In the streamwise direction, different
filters were used (including box, cut-off, top-hat and
Gaussian filters), with very similar results. For presen-
tation purposes, in this paper we only show results ob-
tained with a Gaussian filter. This filter represents a
good trade-off in terms of filtering local effects with re-
spect to the other filter types. The Gaussian filter yields
smoother fields than the box filter that is more localized
in space. Spectral cut-off filters on the other hand are not
localized enough and when filtering spatially localized
phenomena such as sharp gradients (e.g. those associ-
ated with the onset of ejection and sweep events), the
spectral cut-off filter produces ‘ringing effects’ due to the
Gibbs phenomenon with spatially non-local impact.

For a generic variable a(x, y,z), where x, y, and z are
the streamwise (x;), spanwise (x;) and vertical (x3)
spatial coordinates, respectively, the filtered variable
a(x,yr,zx), corresponding to the lateral position y, and
height zg, is computed as follows: The box filter applied
in the spanwise direction consists of the average
a(x,ys,2x) =% Y0 o(x, 7, 2), where y; is the lateral
position of each of the N sensors centered around the
ordinate y;. N was chosen to be 5 in order to maximize
the number of sensors used to filter in the spanwise di-
rection. This corresponds to a filter size 4 =5 x 4 =2.0
m. The average %(x,)y,zg) is then filtered in the
streamwise direction by convolution with a filter func-
tion Gy, : a(x,yy,zx) = [&(x,ys,2k)Ga(x —x')dx’, where
x' is an integration variable. For computational conve-
nience the filtering is done in wave space using the Fast
Fourier Transform [49]. The results presented here were
obtained using a Gaussian filter whose Fourier trans-
form is of the form: G, = exp(—(k?4?)/24), where k, is
the wave number and 4 the filter size. The filter size was
chosen to be 4 =5 x 4, equal to the filter size in the
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Fig. 7. (a) Portion of the three components of the SGS heat flux sig-
nals: streamwise ¢; (thick solid line), spanwise ¢, (dashed line) and
vertical g; (thin solid line). (b) Portion of the SGS dissipation of the
temperature variance y (thick solid line). All signals correspond to
measurement period A (stable).

transverse direction. As shown in Fig. 5, the selected
filter size (wave number k; = 1t/4) falls well within the
inertial subrange, characterized by the —5/3 slope in the
spectra. ~

To compute the SGS dissipation (y = —g;(30’/dx;)),
one needs to obtain the gradients of the filtered tem-
perature fields. Streamwise derivatives are computed
from time derivatives using Taylor’s hypothesis. The
center difference approach is employed with the values
of the filtered variables at positions x = +4/2 and
x=—4/2 (yy =0). Vertical derivatives are computed
using a one-sided finite difference approach with the
values of the filtered variables at the vertical positions
z=1z and z = z.

Fig. 7(a) shows a segment of the signals of the three
components of the SGS heat flux ¢; corresponding to the
measurement period A (stable). The signals have a
strong degree of intermittency, and ¢; and g3 are anti-
correlated. The magnitude of the mean values of the
vertical flux (gq;), presented in Table 2 for all the
measurement periods, represent an important fraction

Table 2

of the total fluxes (u46') presented in Table 1. From
Tables 1 and 2, the relative contribution of {g;) to the
overall flux (u46) increases with increasing stability
(from 16% in the moderately unstable case to 47% under
stable conditions). Figs. 8(a) and (b) are the probability
density function (pdf) of ¢; and g3, respectively. The
fluxes show a clear non-Gaussian behavior, with strong
asymmetry in the pdfs of ¢; and ¢3. A clear change in the
shape of the pdf is observed between the unstable period
and the four stable cases. This is due to the different sign
(and therefore direction) of the fluxes associated with a
change in atmospheric stability (from unstable to
stable). Under stable conditions, an incremental increase
in stability is associated with a similar increase in the
asymmetry of the pdfs of the fluxes.

Fig. 7(b) shows a segment of the SGS dissipation y
corresponding to the measurement period A (stable).
The signal is highly intermittent and has negative values,
indicative of backscatter (meaning the transfer of tem-
perature variance from the subgrid scales to the resolved
field). The mean value of the SGS dissipation (y), pre-
sented in Table 2 for all the measurement periods, de-
creases with increasing stability. This is consistent with
the fact that the energy and temperature variance levels
(and also the mean transfer from the resolved to the
SGS) are damped with stable atmospheric stratification.
The pdf of the measured SGS dissipation, shown in
Fig. 9, is also very different from the Gaussian distri-
bution. The marked asymmetry shows that the positive
average value of (y) (forward cascade of scalar variance
in the mean) is due to the fact that strong positive values
occur more frequently, and are larger in magnitude,
than negative values. The relative importance of back-
scatter events (negative SGS dissipation) increases with
increasing stability. From the pdfs (not presented here)
of all three ‘components’ of the SGS dissipation, we
find that the third component, —q;(00'/dx;), is the
one that contributes most to the trend in the negative
tail of the pdf of the dissipation. Thus, the effect of
strong stability on the subgrid scales is mainly
through the vertical component of the SGS flux and
SGS dissipation.

Overall mean values and standard deviation (in brackets) of the measured SGS heat fluxes and SGS dissipation corresponding to measurement
periods A (stable), B (moderately stable), C (weakly stable) and D (unstable)

SGS variable Period A Period B Period C Period D

Stability parameter (z/L) 2.47 0.37 0.02 —-0.11

(@) (Kms™) +5.71 x 1073 +5.36 x 103 +7.31 x 103 ~18.12 x 1073
(8.90 x 1073) (11.84 x 1073) (18.75 x 1073) (63.58 x 1073)

() (Kms™) ~0.99 x 10-3 ~0.55 x 1073 ~1.82 x 1073 +4.24 % 103
(6.02 x 1073) (742 x 1073) (13.53 x 107%) (55.12 x 1073)

(g3) (Kms™) ~3.20 x 1073 —4.28 x 1073 ~7.58 x 1073 +24.21 x 103
(4.46 x 1073) (6.39 x 1073) (12.98 x 107%) (54.63 x 1073)

() (K2 s 0.38 x 10~ 0.60 x 10~ 1.18 x 107 21.10 x 1073
(1.90 x 1073) (2.13 x 107%) (3.82 x 107%) (79.5 x 1073)
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Fig. 8. Probability density function of the measured SGS heat flux components ¢; (a) and g; (b), normalized with their standard deviation, for
measurement periods A (stable — thick solid line); B (moderately stable — thin solid line); C (weakly stable — dashed line); and D (unstable — dotted

line). The fine solid line is the Gaussian distribution with zero mean.
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Fig. 9. Probability density function of the measured SGS dissipation
of temperature variance y for measurement periods A (stable — thick
solid line); B (moderately stable — thin solid line); C (weakly stable —
dashed line); and D (unstable — dotted line). The fine solid line is the
Gaussian distribution with zero mean.

3.2. Effects of stability on model coefficients

We address the question of what effect, if any, in-
creasing atmospheric stability has on the value of the
SGS model coefficients. Efforts have been made to
account for the effect of stable and unstable stratifica-
tion on the model coefficients [7,8,13,21,52]. Most of
the proposed formulations [8,13,52] account for sta-
bility corrections in the eddy-viscosity model by mod-
ifying the coefficient with an ad hoc function of the
non-dimensional stability parameter. The trend in
those models is that the coefficient decreases with in-
creasing stability in order to take into account the re-
duction in the characteristic length scale (see e.g. Fig. 3

of [8]).

We consider the model coefficients of the eddy-dif-
fusion model (Eq. (4)) and the non-linear model (Eq.
(5)). Spatial derivatives of the filtered variables are
needed for both models. They are computed in the same
manner as the temperature gradients in Section 3.1. The
model coefficients for the eddy-diffusion and non-linear
models, Pr;'C3 and Cy, respectively, are computed to
guarantee that the mean modeled SGS dissipation
matches the mean measured dissipation, i.e. (y™¢) = (y)
or <_q;110d%> = <—q,%f>. The coefficients obtained using
this criterion are:

(o)

Plct = <A2‘S‘ a_ﬁa_ﬁ> (8)
and
S C.) )

In order to obtain an indication of the expected spread
of the model coefficients for each measurement period
the coefficients are computed for three subperiods of 8
min each. These values are used only as a qualitative
measure of convergence.

Fig. 10 shows the mean value and the approximate
standard deviation of the computed eddy-diffusion
model coefficient Pr'C3 as a function of the stability
parameter z/L for the four periods (A, B, C and D)
under consideration. Since the height of the instruments
z is the same for all the periods, Fig. 10 shows a clear
trend in the value of the model coefficient with changing
stability (z/L). For the unstable case (z/L = —0.11) and
weakly stable case (z/L = +0.02), Pr;'CZ ~ 0.02. This is
in good agreement with previously reported values of
Cs ~0.09 [12,42] and Prr ~ 0.4 [33,40]. In Fig. 10 a
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Fig. 10. Value of the eddy-diffusion model coefficient Pr;!C: as a
function of the stability parameter z/L (left axis) and A/L (right axis),
obtained for the four measurement periods with different atmospheric
stabilities. Period A: L =1.36 m (z/L = 2.47); period B: L =9.16 m
(z/L =0.37); period C: L=196.4 m (z/L=0.02); and period D:
L= -31.71 m (z/L = —0.11). The open circles (left axis) and triangles
(right axis) are obtained by matching the mean measured and modeled
SGS dissipations. Squares (left axis) are obtained using Deardorff’s
correction. Results are averages over three values obtained using 8-min
subperiods. The error bars for the open circles show the approximated
standard deviation associated with those three samples.

change of atmospheric stability (from unstable to stable)
is associated with a decrease in the value of Pr;'C3. And,
for positive L, the value of the coefficient decreases with
increasing atmospheric stability. Note that under the
most stable conditions measured here, the value of
Pr;'C? is three times smaller than its value under mod-
erately convective conditions. These results are in
qualitative agreement with previously proposed empiri-
cal models [8,13]. In order to perform a quantitative
comparison, we have computed Pr;:'C3 by applying the
stability correction proposed by Deardorff [13] to our
measurements. This correction has been extensively used
in LES of the ABL (e.g. [39,57]). In particular, Dear-
dorff’s original formulation corrects the length scale in
an eddy-viscosity/diffusion model that uses the SGS

turbulent kinetic energy e (= Juu; — Ju;11;) to compute
the SGS eddy-viscosity. As opposed to the model pre-
sented in Eq. (4), Deardorff’s SGS model requires the
explicit solution of a conservation equation for e. By
applying Deardorff’s length-scale correction to our ed-
dy-diffusion model (Eq. (4)), Pr;' C3 can be computed as
follows:

Pri'Cs = (Py'CY), if [ >4,

and
1, 1,0 L\ 1 Is .
Pi’T CS = (I)I"T CS)O Z g 1+ZZ lf ls < A,
(10)

where (Pr'C3), ~ 0.02 is the value of the coefficient for
unstable and near-neutral conditions, and /; is a mixing

length scale associated with stable stratification. /5 is
defined as [13]

1/2
:M (an
(7% S

where 0, = 0(1 +0.61¢) is the potential virtual tem-
perature, and ¢ is the specific humidity. () denotes time
averaging. The value of Pr;'C3 for each measurement
period, obtained using Deardorff’s stability correction
(Eq. (10)), is presented in Fig. 10 (square symbols). The
value of e is computed from the field data using its
definition e = %(E,ﬁ, — 4;il;). As compared to the results
obtained from the measurements by balancing measured
and modeled SGS dissipation, Deardorff’s formulation
yields substantially smaller coefficients associated with
stable stratification. Canuto and Cheng proposed a
different correction (see [8] for details) that yields results
closer to our measurements, though still overestimating
the effect of atmospheric stability.

The results presented in Fig. 10 can be related to
previous findings by Porté-Agel et al. [48] in a similar
field study, but using different filter sizes 4 and constant
z and L, and simulation results using an eddy-viscosity
scale-dependent dynamic model [46], that show a strong
dependence of the eddy-viscosity and eddy-diffusion
model coefficients on the ratio 4/z when z < 4. They
show that this scale-dependence becomes stronger for
increasing 4/z. In more general terms, scale-dependence
of the model coefficient becomes important when the
filter scale 4 approaches some characteristic large scale
of turbulence /,. For neutral stability, /, ~ z. Under very
strongly stable conditions, /; ~ L. When cast as function
of A/L (right axis of Fig. 10) one observes that the
model coefficient changes most when A4 ~ L or larger
(and L > 0). Thus, consistent with previous results,
scale-dependence is stronger for larger values of 4/1,.

The values of the coefficient in the non-linear model,
Cn1, obtained from the four periods are presented as a
function of the stability parameter z/L and 4/L in
Fig. 11. Results also show scale-dependence associated
with strong atmospheric stability. For the near-neutral
and moderately stable/unstable cases, the coefficient has
a value close to 0.3. This is consistent with the values
reported in the literature [35]. For the stable case, Cy is
substantially larger (about twice as large). Again, this is
further evidence for the relationship between scale-de-
pendence and the relative importance of the character-
istic turbulence length scale /, with respect to the filter
size A.

3.3. Conditional averaging and coherent structures

In this section we use two different conditional aver-
aging techniques to study the relationship between co-
herent structures in the flow and the occurrence of
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Fig. 11. Value of the model coefficient Cy; in the non-linear model, as a
function of the stability parameter z/L (left axis) and 4/L (right axis),
obtained for the four measurement periods with different atmospheric
stabilities. Period A: L =1.36 m (z/L = 2.47); period B: L =9.16 m
(z/L =0.37); period C: L=196.4 m (z/L=0.02); and period D:
L=-31.71 m (z/L = —0.11). The open circles and triangles are ob-
tained by averaging over three values obtained using 8-min subperiods.
The error bars for the open circles show the approximated standard
deviation associated with those three samples.

strong (positive or negative) SGS dissipation. Previous a
priori field studies [45,47,48] using data collected under
near-neutral and convective conditions indicate a high
correlation between strong forward/backward scatter
and strong negative/positive temperature gradients as-
sociated with the onset of sweeps/ejections in the flow.
Here, the focus is on the effect of atmospheric stability
on those results.

3.3.1. Conditionally averaged SGS dissipation based on
temperature gradients

First, we perform conditional averaging on the SGS
dissipation of the temperature variance based on the
gradients in the resolved temperature field (8@/ ot). This
method takes advantage of the fact that under stable or
unstable stratification coherent structures leave strong
signatures in the form of ramp structures in the tem-
perature field (see Section 1.2). For example, under
stable conditions, ejections are associated with relatively
low temperature values (since they transport cool air
from the ground upwards) while sweeps are associated
with relatively warm temperatures. As in [47], the con-
ditional average of y under some condition f§ in a win-
dow of size X is defined according to

GABY) = D 1o+ 2,200,
i=1

X Ve +X
A XS A
2 2
where x; (with 1 <i<n) are the points where y satisfies
the condition 5. The conditional averages are computed

(12)

at y; =0 and zx = z;. For a point located at position
x'(=—=tU) in the averaging window, the conditional
average (y|f) is computed by averaging all y values at
points that are located at a distance x’ from the points
that satisfy the condition (upstream if x' <0 and
downstream if X’ > 0). For instance, for X' = 0 the value
of the conditional average is computed from the values
of y at points that satisfy the condition.

In the first attempt to isolate different parts of ramp
structures in the temperature field and relate them to the
SGS variables, we use the two conditions used before by
Porté-Agel et al. [47], based on the gradient of the re-
solved temperature signal.

Condition ff =T: ¥ < —a4;/,,, Where 6,5, is the root
mean square of 00/0z. This condition corresponds to a
temperature drop in the time series. Under stable con-
ditions, a relatively strong temperature drop tends to be
associated with the onset of an ejection (the end of a
sweep and the beginning of an ejection). Under unstable
conditions, due to a change in the sign of the tempera-
ture gradients, condition I highlights the onset of sweep
events. i

Condition f=1I: ¥ > Oa3j0, COTTesponds to a tem-
perature increase in the time series. This condition
highlights the rising part of the temperature signal,
which is typically associated with the onset of a sweep
event under stable conditions.

The selection of the conditioning threshold, oy, 1
arbitrary and is selected simply to guarantee that it is
large enough to isolate the local effects, and small en-
ough to ensure the convergence of conditional averages.
The width of the averaging window, X, was set to 20
times the filter width, i.e. X =40 m. As in [45,47] the
value of X has no effect on the average, but it allows us
to show the entire portion of interest around x' = 0. The
conditional average then asymptotes to the overall av-
erage as we move away from the center of the averaging
window (at x’ = 0). The number of points satisfying each
condition was high enough to guarantee a good con-
vergence of the conditional averages.

Fig. 12 shows the conditionally averaged SGS dissi-
pation under condition 1§ < —ay,,,, (x[T), for the four
periods under consideration. Since the mean SGS dis-
sipation is different for the four periods (see Section 3.1
and Table 2), the conditional averages are non-dimen-
sionalized by the mean SGS dissipation (). Under
stable conditions, relatively strong drops in the tem-
perature, associated with the onset of ejections, show a
very small (even negative) SGS dissipation. The relative
contribution of backscatter (negative SGS dissipation)
becomes more important with increasing stability. This
results in smaller (even negative under stable conditions)
conditionally averaged dissipation. The increasing rela-
tive importance of backscatter with increasing stability
is in good agreement with the shape of the pdf of y
presented in Fig. 9 for the different periods. Under un-
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Fig. 12. Conditionally averaged SGS dissipation of temperature
variance, under condition 1 (§ = (80/d¢) < —04j) for measurement
periods A (stable); B (moderately stable); C (weakly stable); and D
(unstable). The conditional averages have been normalized with the
overall mean SGS dissipation ().

stable conditions, temperature drops highlight the onset
of sweeps (instead of the onset of ejections) and they are
associated with very large (four times larger than aver-
age) SGS dissipation. These results are consistent with
the results found by Porté-Agel et al. [47], also under
convective conditions.

The conditionally averaged SGS dissipation under
condition II & > aie> (x|1L), is presented in Fig. 13.
Under stable conditions, relatively strong increments in
the temperature, associated with the onset of sweeps,
show a very large positive SGS dissipation. In this case,
temperature drops highlight the onset of ejections (in-
stead of the onset of sweeps) and they are associated
with relatively small SGS dissipations. Again, the rela-
tive importance of strong SGS dissipation (forward
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Fig. 13. Conditionally averaged SGS dissipation of temperature
variance, under condition II (f = (30/0r) > Osi/e) fOr measurement
periods A (stable); B (moderately stable); C (weakly stable); and D
(unstable). The conditional averages have been normalized with the
overall mean SGS dissipation ().

scatter in this case) events, and thus the value of the
conditional average, appears to increase with increasing
stability.

3.3.2. Conditionally averaged 2D velocity and tempera-
ture fields based on the SGS dissipation

We now use data from the vertical array of ane-
mometers to isolate the structures of the flow responsi-
ble for strong positive (forward scatter) and negative
(backscatter) SGS dissipation. In order to assess the
qualitative differences associated with a change in
stability, two periods are studied (periods E and F),
corresponding to moderately unstable and stable at-
mospheric stability (see Table 1 for details on turbulence
and meteorological conditions). For both periods, 2D
(streamwise and vertical) wind velocity and temperature
fields are conditionally averaged based on the value of
the SGS dissipation. This approach was first used by
Piomelli et al. [43] with DNS data of channel flow at low
Reynolds numbers. Recently, Lin [27,28] used it to an-
alyze LES results and Porté-Agel et al. [48] applied it to
field data collected in the atmospheric surface layer
under moderately unstable conditions.

Due to the lack of information in the spanwise di-
rection, now the filtered variables (u;, #3 or 6) are ob-
tained using a 1D filter (instead of a 2D filter). It
consists of a Gaussian filter in the streamwise direction
combined with Taylor’s hypothesis in the same fashion
as presented by Porté-Agel et al. [45,47]. For consis-
tency with previous analysis, the filter size was chosen
to be 4 = 2.0 m. The SGS heat flux and a 2D surrogate
of the SGS dissipation are computed at the height of the
sixth sensor z = z(5 = 2.80 m. Since derivatives cannot
be computed in the spanwise direction, a 2D surrogate
of the SGS dissipation is computed using the stream-
wise and vertical components, i.e. y?° = —qlg% - q;%.
Note that the resolved (filtered) and SGS variables
obtained using a 1D filter and a 2D surrogate of the
SGS dissipation are expected to be quantitatively dif-
ferent from the ones obtained with a 2D or 3D filter
and all three (including spanwise) components of the
SGS dissipation y. However, no significant changes in
qualitative behavior are expected in terms of the con-
ditional averages presented in this section. A compari-
son between conditionally averaged 1D and 2D filtered
variables, showing their similar qualitative behavior,
can be found in Porté-Agel et al. [47]. It was found that
the effect of coherent structures on the SGS dissipation
is mainly through the streamwise and vertical compo-
nents, while the spanwise component is practically un-
affected.

In this case the conditional average of the generic
variable @ (@ =y, i3 or 0) under condition f on a
rectangular window of width X and height Z
(= z(12) — z1)) 1s defined as
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_)5( gxfg +)5( and Z(1)<Z<Z(12)7 (13)
where x; (with 1 <i< n) is the streamwise coordinate of
the points where @ satisfies the condition . Two con-
ditions are used based on the value of the 2D surrogate
of the SGS dissipation (y*°) obtained at z =z =
2.80 m.

Condition [, : y*® > 3(x*P), where (y°°) is the
overall average of the 2D surrogate of the SGS dissi-
pation. This condition corresponds to large positive
values of the SGS dissipation (strong forward scatter).

Condition f,  : z*® < —(x*"). This condition corre-
sponds to relatively large negative values of the SGS
dissipation, associated with backscatter of temperature
variance.

The thresholds 3(}°P) and —(*P) are again selected
to guarantee good convergence of the conditional av-
eraged fields. Note that the conditional average defined
in Eq. (13) yields a 2D field for (®|f8). For a point of

coordinates (x',z) in the averaging window, the con-
ditional average (®|f3) is obtained by averaging the value
of @ at all the points located at height z and at a distance
x' (upstream for x' < 0 and downstream for x’ > 0) from
the point that satisfies the condition. In particular,
points that satisfy the condition correspond to the co-
ordinates ¥’ = 0 and z =z = 2.80 m in the averaging
window. From here on, this point is called the ‘reference
point’.

The conditionally averaged wind velocity and tem-
perature fields obtained during period E (unstable) using
conditions f,., and B,_, are presented in Figs. 14(a)
and (b), respectively. From Fig. 14(a), large positive
SGS dissipation (forward scatter) at the reference
point, is associated with the transition between ejection
events (downstream, i.e. x' > 0), bringing warm air
upwards, and sweep events (upstream, i.e. x < 0),
carrying relatively cool air from aloft. This corresponds
to a strong temperature increase in time at the refer-
ence point which is in good agreement with the results
obtained for the unstable period D using conditional
averaging based on temperature gradients. Strong
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Fig. 14. Conditional averages of the fluctuating part (mean values substracted) of the resolved velocity field (vectors with streamwise and vertical

velocity components) and temperature field (color contour plots — ¢’ in K), under (a) condition f,.,,: z*® >3 x (y*°), and (b) condition f,_:
7?2 < —(*P), for measurement period E (unstable).
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Fig. 15. Conditional averages of the fluctuating part (mean values substracted) of the resolved velocity field (vectors with streamwise and vertical

velocity components) and temperature field (color contour plots —

12 < —(4*P), for measurement period F (moderately stable).

backscatter is associated with the onset of ejection
events at the reference point.

Fig. 15 shows the 2D (streamwise and vertical) con-
ditionally averaged velocity and temperature fields cor-
responding to the stable period F. An important
difference with respect to the unstable case (Fig. 14) is
the relatively smaller magnitude of the vertical motions
due to the damping effect of stable stratification.
Nonetheless, from the conditionally averaged tempera-
ture field there is evidence that strong backscatter is
associated with the onset of ejection events, the same
result as found under unstable conditions (Fig. 15(b)).

4. Conclusions

A field study was carried out in the atmospheric
surface layer using 12 3D sonic anemometers to study
the effect of atmospheric stability on the SGS heat fluxes
and dissipation of the temperature variance. Two dis-
tinct arrangements of the sensors are used: First, the
instruments were laid out in two horizontal parallel ar-
rays (seven anemometers in the lower array and five in

in K), under (a) condition f,,,: z*® >3 x (), and (b) condition g, :

the upper array). Second, the 12 sensors were arranged
vertically.

The first setup, the two horizontal arrays of
anemometers, allows us to obtain time series of the SGS
fluxes and SGS dissipation at one point in space. These
data collected under different atmospheric stability
conditions (from unstable to stable stability), were used
to study the statistical nature of the SGS variables. The
damping of vertical turbulent motions associated with
increasing stability has important effects on the statistics
of the SGS variables: (a) The relative contribution of the
SGS vertical flux (g;) to the total flux (u}0') grows
considerably with increasing stability (from 16 % in the
moderately unstable case to 47% under very stable
conditions). Due to the increased relative importance of
the subgrid scales, simulations of stably stratified ABLs
are expected to be particularly sensitive to the SGS
model formulation. (b) The mean value (y) of the SGS
dissipation of the temperature variance decreased with
increasing stability. Negative values, which indicate
backscatter (transfer of temperature variance from the
subgrid scales to the resolved field) become relatively
more important with increasing stability. Hence, LESs
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with fully dissipative models, such as the eddy-diffusion
model, will inaccurately reproduce the local features of
the atmospheric flow under strong stability conditions.

Strong atmospheric stability is associated with a re-
duction in the characteristic scale of turbulence. For
strong enough stability (L < 4), the filtering scale A falls
near (or even outside) the upper limit of the inertial
subrange. In that case, inertial subrange arguments
(including scale invariance of the SGS model coef-
ficient(s)), on which most SGS models rely, break down.
The modeled SGS fluxes and SGS dissipation of the
temperature variance, using the eddy-diffusion and non-
linear models, are computed to assure that the mean
modeled SGS dissipation matches the mean measured
SGS dissipation. There is a clear dependence of the
model coefficients associated with atmospheric stability.
Scale-dependence is particularly strong under strong
stability, i.e. when the filter scale approaches and be-
comes larger than L and the size of eddies is damped by
buoyancy effects. This result is in qualitative agreement
with existing empirical corrections used to account for
stability effects on eddy-viscosity SGS models. However,
these empirical models appear to overestimate the effect
of stability as compared to our measurements.

The relationship between strong positive/negative
SGS dissipation events and coherent structures of the
flow (sweeps and ejections) is explored by using two
different conditional averaging techniques. First, data
from the double horizontal arrays of sensors are used to
obtain the conditionally averaged SGS dissipation based
on the gradients in the temperature signal. Then, the
vertical array of anemometers, the second experimental
arrangement, is used to obtain conditionally averaged
2D velocity and temperature fields based on thresholds
(large positive and large negative values) in the SGS
dissipation during both stable and unstable periods. The
results from both conditional averaging methods agree
with each other and can be summarized as follows:
Under both stable and unstable conditions, strong
backscatter is associated with the onset of ejection
events while strong forward scatter tends to occur dur-
ing the onset of sweep events. The relative importance of
negative dissipation events becomes larger with in-
creasing stability.

In summary, we have shown that atmospheric
stability has important effects on the physics of the
subgrid scales, changing their statistical nature (e.g.
mean values and pdfs) as well as their relationship to
large-scale coherent structures of the flow. However, it is
not clear that currently available SGS models have the
ability to ‘naturally’ (without any tuning) capture the
effect of strong stability on the SGS dynamics. More-
over, for any given SGS model, scale-dependence of the
model coefficient(s), associated with a reduction in the
characteristic scale of turbulence, poses an additional
challenge in simulations of stably stratified ABLs using

dynamic models [17]. New scale-dependent dynamic
models, such as the one proposed by Porté-Agel et al.
[46], have the potential to yield the correct behavior of
the coefficient(s) associated with changes in atmospheric
stability.
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