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[1] We demonstrate the ability of a single-wavelength backscatter lidar to provide
information on the uptake of water vapor by aerosol in a well-mixed, cloud-capped,
boundary layer. Aerosol hydration has important consequences for the effect of aerosols
on the Earth’s radiation budget. A vertically pointing, airborne lidar is used to measure
vertical profiles of aerosol backscatter beneath a stratocumulus cloud deck. In situ aircraft
thermodynamic measurements are used to derive simultaneous profiles of relative
humidity (RH) under the assumption that the boundary layer is well mixed. The change in
backscatter is derived as a function of relative humidity over the range �85% RH to
�98.5% RH. In situ measurements of the aerosol size distribution and composition are
used to calculate the expected enhancement in backscatter due to equilibrium uptake of
water vapor. Comparison between lidar backscatter enhancement as a function of RH and
that derived from the in situ aerosol size distribution and composition measurements
shows good agreement. Conditional sampling on strong updrafts/downdrafts indicates that
aerosol backscatter tends to be higher in downdrafts than it is in updrafts for the same RH
range. This is consistent with the concept of inertia of the larger hydrated particles to
growth/evaporation at short timescales but may also be due to a bias in the way that lidar-
derived cloud base is interpreted in updrafts versus downdrafts. Calculations of
enhancement in total scatter due to water vapor uptake with enhancement in backscatter
suggest that the effects agree to within �20% of one another for RH < �95% but that they
differ significantly for RH > 95%. INDEX TERMS: 0305 Atmospheric Composition and Structure:

Aerosols and particles (0345, 4801); 0320 Atmospheric Composition and Structure: Cloud physics and

chemistry; 0360 Atmospheric Composition and Structure: Transmission and scattering of radiation; 3360

Meteorology and Atmospheric Dynamics: Remote sensing; 1640 Global Change: Remote sensing;
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1. Introduction

[2] Atmospheric aerosol particles have received much
attention in recent decades because of their importance in
climate change. The extent to which these particles modify
the Earth’s radiative budget depends on a number of factors,
including their size distribution and composition. Global
mapping of aerosol is a particularly challenging problem
given the extreme variability in aerosols, be they of natural
or anthropogenic origin.
[3] This work addresses a particular aspect of aerosol,

namely, the extent to which they have an affinity for water
vapor. The size increase of aerosol particles resulting from
uptake of water vapor has important implications for the
direct scattering of radiation (the ‘‘direct effect’’) [e.g.,

Hegg et al., 1996]. It also has bearing on the ability of
these particles to serve as cloud condensation nuclei (CCN)
and, under the right circumstances, to form cloud droplets
(the ‘‘indirect effect’’). Twomey [1974] noted that an
increase in aerosol concentrations due to anthropogenic
sources would result in an increase in CCN and therefore
an increase in droplet number concentration. This would
result in clouds that reflect more shortwave radiation to
space, all other conditions (primarily liquid water path)
being equal. However, as noted by Eichel et al. [1996]
and Wulfmeyer and Feingold [2000], this chain of events
may not be a foregone conclusion. For example, if anthro-
pogenic aerosols are less hygroscopic, they will be less
effective as CCN, and increases in aerosol concentrations
may not simply translate to increases in CCN and cloud
droplet concentrations. The possibility of feedback mecha-
nisms whereby increases in the abundance of aerosols, or
changes in their composition, may reduce cloudiness [Han-
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sen et al., 1997; Brenguier et al., 2000; Jiang et al., 2002]
must also be taken into account.
[4] In a recent paper, Wulfmeyer and Feingold [2000]

(henceforth WF) showed how a differential absorption lidar
(DIAL) can be used to infer the extent of water vapor uptake
by aerosols. A vertically pointing DIAL simultaneously
measures the water vapor concentration and aerosol back-
scatter in the same sample volume. If the boundary layer is
well mixed, i.e., the aerosol size distribution is constant with
height, then any change in backscatter in the vertical is due
to uptake of water vapor by the particles. Using clouds as
calibration points (cloud base is saturated), and assuming
that the potential temperature is constant with height, the
relative humidity RH profile can be calculated. WF pre-
sented backscatter growth factors for data taken at Gotland
in the Baltic Sea. After a rigorous analysis of the technique
it was shown that the rather modest increases in backscatter
with RH were suggestive of an aerosol with low mass
fraction (�25%) of soluble material. However, there were
no in situ aerosol measurements to confirm this. Raman
lidar, which also has the ability to simultaneously measure
backscatter (or extinction) and water vapor concentration,
has also been applied to measurement of hygroscopic
growth [e.g., Ferrare et al., 1998].
[5] The lidar method for determining hygroscopic growth

has numerous advantages, including the fact that (1) enhance-
ment in backscatter due to changes in RH is measured under
ambient, unperturbed atmospheric conditions and (2) the
range of measurement can be extended to very close to
saturation. The traditional method of measuring this growth
factor uses a scattering nephelometer that aspirates an air
sample, dries it, and then reexposes it to varying levels of RH,
typically 65%, 75%, and 85% [Charlson et al., 1984;Hegg et
al., 1996; McInnes et al., 1998]. The growth in total scatter-
ing is referred to as f(RH) [Charlson et al., 1992]. Humidified
nephelometers cannot expose air samples to RH > ’85%
without risking condensation on their chilled mirrors and
spurious measurements. Humidified tandem differential
mobility analysers (HTDMAs) have the advantage of being
able to size-select aerosol particles before exposing them to
controlled humidity environments so that aerosol hygrosco-
picity can be determined as a function of size. HTDMAs also
have difficulty achieving high RH although measurements at
RH ’ 90% are possible [e.g., Brechtel and Kreidenweis,
2000], and yet the region of 85% < RH < 100% is of great
interest because it is here that particles experience their most
dramatic growth. Moreover, the extent of this growth hints at
their ability to act as CCN.
[6] A number of questions remain unanswered which this

paper will address: (1) Can a lidar-equivalent f (RH) be
derived from the more common backscatter lidars? There
exist only a few DIAL instruments capable of performing
this measurement, which would limit its usefulness. (2)
What is the relationship between the nephelometer-derived
f(RH) (i.e., based on total scatter) and that derived from a
backscatter lidar fb(RH)? (3) Is there consistency between
the lidar-derived fb(RH) and in situ measurements of aerosol
size distribution and composition? (4) Can one demonstrate
successful use of this method for long time series of data?
(WF analyzed only 1-min worth of data.)
[7] We begin with a description of the field experiment

(Dynamics and Chemistry of Marine Stratocumulus-II or

DYCOMS-II) that enabled this measurement; we then
follow with a brief outline of the technique, present the
results, and discuss their implications.

2. Experiment

[8] The DYCOMS-II field experiment [Stevens et al.,
2003] took place during the month of July 2001 and
addressed scientific issues related to the stratocumulus
cloud regime off the coast of southern California. Flights
focused on the region around 31�N, 122�W, over the open
ocean and approximately 400 km from the mainland. The
primary goal of the experiment was to quantify entrainment
rates at the boundary layer inversion under nocturnal con-
ditions. Other, related experiments addressed the effect of
aerosols on cloud microphysics and drizzle formation in
stratocumulus. The National Center for Atmospheric
Research (NCAR) fielded its fully instrumented C-130
aircraft which measured thermodynamic variables, aerosol
size distributions, cloud microphysics, atmospheric trace
gases, and radiation. The two-wavelength Scanning Aerosol
Backscatter Lidar (SABL) is the primary source of data for
this study. The Nd-Yag laser operates at the fundamental
and doubled frequencies corresponding to wavelengths of
1.064 mm and 0.532 mm; it has a pulse length of 15 ns and a
pulse rate of 20 Hz. The range resolution is 3.75 m. Only
the 0.532 mm channel is used in this study because of
detector saturation/recovery problems at 1.064 mm. Most of
SABL is in an instrumentation pod under the left wing
outboard of the engines. This includes the transmitter/
receiver module and associated electronics. The SABL
control interface, display, and data recording functions are
in the main cabin. The mission scientist on the flight deck
can also view a display of the range-corrected data in real
time. SABL operated in a vertically pointing mode and was
used primarily for detecting the fine structure of cloud top
height. However, during most flights a level flight leg was
flown just above the sea surface with the lidar looking
vertically up at cloud base. These low-level legs were
typically of 30- to 60-min duration and took place at about
1300 UTC (0500 local time).
[9] The nocturnal stratocumulus-capped boundary layer

was characterized by very well mixed conditions, as docu-
mented by regular aircraft profiles. Clouds were typically a
few hundred meters thick, and the skies were overcast.
Drizzle was quite pervasive, but since drizzle drops con-
taminate the aerosol return, drizzling periods are avoided in
the current study.

3. Description of the Technique

[10] As done by WF, a vertically pointing lidar is used to
calculate simultaneous profiles of aerosol backscatter b and
RH in the same volume of air. The method is applied only in
well-mixed boundary layers, where it can be assumed that
any changes in b are due to changes in RH rather than a
change in the equivalent dry aerosol size distribution. WF
used DIAL to measure a profile of water vapor concen-
tration, and thermodynamic arguments for a well-mixed
boundary layer were invoked to calculate an RH profile.
This essentially required inferring the virtual potential
temperature qv at cloud base from the assumption that cloud

AAC 1 - 2 FEINGOLD AND MORLEY: LIDAR MEASUREMENT OF AEROSOL HYGROSCOPICITY



base is saturated and assuming that qv is constant with
height.
[11] Here the method is extended for use with a single-

wavelength backscatter lidar. As with the DIAL measure-
ment a backscatter profile is measured by the lidar. However,
in the absence of an independent water vapor measurement,
the assumption is made that both the potential temperature q
and water vapor mixing ratio rv are constant with height, a
valid assumption for well-mixed boundary layers. These
assumptions enable use of a number of approaches for
calculation of the RH profile. Examples are as follows:
[12] 1. The in situ measurements of rv and q are used and

assumed invariant with height. Cloud base is determined as
the point when water vapor saturation is reached. One can
check the accuracy of this method by calculating the
thermodynamically derived cloud base and comparing it
with that observed by the lidar. Cloud base is characterized
by a very sharp increase in b, and accuracy in its measure-
ment is on the order of ±10 m (see WF).
[13] 2. Because lidar can detect cloud base to high

accuracy, the lidar-derived cloud base can be assumed to
be the true cloud base. First, a temperature profile is derived
from the q measurement and the assumption of a hydrostatic
atmosphere. The cloud base temperature Tcb and cloud base
pressure Pcb are calculated. Then, under the assumption of
100% RH at cloud base the cloud base water vapor pressure
ecb can be calculated as

ecb ¼ es Tcbð Þ; ð1Þ

where es is the saturated water vapor pressure and is only a
function of temperature T. The cloud base mixing ratio rv
can then be calculated as

rv ¼
0:622ecb
Pcb � ecb

; ð2Þ

where Pcb is the cloud base pressure. Finally, the RH profile
is calculated using

e zð Þ ¼ rvP zð Þ
0:622þ rv

ð3Þ

and

RH zð Þ ¼ e zð Þ
es T zð Þ½ 	 : ð4Þ

[14] The lidar derives cloud base using a gradient algo-
rithm that looks for a very large increase in lidar return
signal amplitude. During DYCOMS-II the receiver was
saturated by the signal from the cloud, and cloud base
was determined as the range at which the signal was
halfway to saturating the receiver (digitizer). Comparison
of cloud base derived by lidar with that based on method 1
shows strong, time-dependent biases that have been traced
to inaccuracies in the Lyman-a hygrometer (Figure 1). For
this reason we opt to use method 2 in our analysis.

4. Results

4.1. Lidar Observations

[15] We focus on research flight 1 on 10 July 2001. The
boundary layer met the primary criteria of being well-mixed
and having no detectable subcloud drizzle. From approxi-

mately 12.5 to 13.5 UTC (fractional hours) the aircraft flew a
low-level leg beneath the cloud (Figure 2). Cloud base, as
shown by the lower edge of the ‘‘orange layer’’ is at about
450–500 m. The cloud base height detection routine is used
to record cloud base at a frequency of 1 Hz (Figure 1).
Backscatter profiles are analyzed at the same frequency, as
are profiles of RH, following the procedure outlined in
section 3 (equations (1)–(4)). The lidar measures returned
power as

P R;lð Þ ¼ C

R2
b l;Rð Þe�2

R R

0
a l;Rð ÞdR

; ð5Þ

b is the lidar backscatter, a is the lidar extinction, C is a
system constant, R is the range to the target volume, and l is
the wavelength (= 0.532 mm). Lidar returned-power profiles
are range-corrected to yield uncalibrated attenuated back-
scatter profiles. As such they are ambiguous since a single

Figure 1. (a) Cloud base height derived assuming a well-
mixed boundary layer as described in method 1 in the text
(‘‘Thermo’’), compared with the lidar-measured cloud base
height (‘‘Lidar’’). In deriving the Thermo cloud base height,
a correction of 0.275 g kg�1 was applied (subtracted) as
suggested by B. Stevens (personal communication, 2002).
Note that prior to the time period shown, the aircraft was
flying in cloud, and the Lyman-a probe probably suffered
from wetting. (b) Lidar-derived cloud base minus Thermo-
derived cloud base as a function of time (UTC, fractional
hours) showing significant time-dependent differences.
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measurement depends on two unknowns, b and a. The
normal procedure to remove this ambiguity is to use an
assumed ratio of a to b:

S ¼ a
b
: ð6Þ

As shown by WF, the derivation of backscatter-derived
fb(RH) is very weakly ependent on the assumed value of S.
This will be discussed in section 5.1.
[16] Lidar backscatter data are corrected for attenuation

using a simple forward technique, assuming that at the first
range gate b is equal to the attenuated backscatter. A value
of S = 90 sr is assumed. In addition, a calibration factor of
10�7 m�1 sr�1 is assumed since the lidar records relative
power rather than calibrated backscatter. In order to calcu-
late fb(RH), b at range R is normalized to b at RH ’ 85%,
corresponding to the height of the first useful lidar data
(full overlap). Calculations indicate that the contributions of
molecular backscatter and extinction to total backscatter
and extinction have a small effect on this normalized
measurement (<4%); these corrections have not been
applied to the data.
[17] Figure 3 shows a plot of b (RH) normalized by b

(RH = 85%) as a function of RH for 30 min of data (13.0–
13.5 UTC). Each profile represents a 1-s sample. A bold
solid line represents the mean value in selected RH bins,
and horizontal bars indicate the tenth and ninetieth percen-
tiles in each of these bins. A rather steep increase in fb(RH)

Figure 2. Lidar profiles of range-corrected backscatter in units of dB for the period of interest. Cloud
base, as shown by the lower edge of the ‘‘orange layer’’ is at about 450–500 m. At approximately 13.0
UTC the aircraft lowered its altitude.

Figure 3. Enhancement in lidar backscatter b normalized
by b at 85% RH as a function of RH. Individual profiles
(data points) represent 1-s samples. The mean, tenth, and
ninetieth percentiles are plotted in selected RH bins.
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is observed with mean values reaching 10 at 98.9%. These
values are much larger than those obtained by WF in a
polluted Baltic Sea location. There, the equivalent value of
b(98%)/b(85%) was 
2.1.
[18] The variability in fb(RH) is a function of a number of

factors, including the aerosol size distribution and/or com-
position as well as deviations in the boundary layer from a
well-mixed state and therefore inaccuracies in the derived
RH profile. These are particularly pronounced at high RH.
Note that because fb(RH) is a ratio, its accuracy would not
be dependent on lidar calibration if fb(RH) were expressed
in terms of attenuated backscatter, but because fb(RH) is
expressed in terms of unattenuated backscatter, it is weakly
dependent on the assumed calibration. It is also weakly
dependent on the assumed value of S. These sensitivities are
explored in section 5.1.

4.2. Comparison With Calculations Based on In Situ
Aerosol Measurements

[19] The NCAR C-130 was equipped with a Passive
Cavity Aerosol Spectrometer (PCASP) that measures aero-
sol particles in the size range 0.1–3 mm (diameter). Heating
elements were applied to the instrument, which had the
salutary effect of drying the particles. This particular instru-
ment sorted the particles into 30 individual size bins, the
specifications for which assume that particles are spherical
and have a refractive index of 1.58. In situ analyses duing
DYCOMS-II (J. Anderson et al., manuscript in preparation,
2003) suggest that the aerosol was predominantly sodium
chloride (NaCl). The real part of the refractive index of NaCl
(dry) is 1.55 at 0.532 mm so that undersizing due to refractive
index differences is minor [Hand et al., 2000] if the particles
are indeed dry. Figure 4 shows a time series of number
concentration Na, mean radius �r, and relative dispersion D
(equal to standard deviation normalized by �r) for the time
period 13.0–13.5 UTC. Average values of Na, �r, and D are
175 3, 0.08 mm, and 0.52, respectively. (Equivalent lognor-
mal parameters are median radius rg = 0.07 mm and geo-
metric standard deviation s = 1.63.) We note that there is no
apparent change in the size spectrum prior to and after
13.0 UTC when the aircraft changed altitude (Figure 2).
The aerosol fields experience a perturbation during descent,
but once the aircraft returns to a level position, aerosol size
distribution parameters are restored. This provides confi-
dence that aerosol spectra were measured in their dry state.
At about 13.35, there is a marked shift in the size spectra
(Figure 4) as characterized by sharp increases in Na and �r
and a decrease in D.
[20] Comparison of the lidar-derived fb(RH) with PCASP

data entails calculation of b based on the aerosol size
distribution n(r):

b ¼
Z rmax

rmin

Qp r;mð Þpr2n rð Þdr; ð7Þ

where Qp(r, m) is the backscatter efficiency at radius r and
refractive index m and rmin and rmax correspond to the lower
and upper bounds of the PCASP, respectively. (Again the
wavelength dependence is implicit.) Figure 5 shows b based
on the PCASP size spectra (at 1-s temporal resolution) over
the same time period as Figure 3. The aerosol composition is
assumed to be pure NaCl. Particles are assumed to be at

equilibrium with their environment, and their growth is
calculated according to Pruppacher and Klett [1997, p. 176].
The refractive index is calculated using the volume mixing
law and is therefore RH-dependent. Individual profiles are
calculated at the RH values corresponding to a fixed height
grid with �z = 3.75 m. For clarity, only the mean, tenth
percentile, and ninetieth percentile values are shown. Figure
5 also superimposes the mean fb(RH) from the lidar data in
Figure 3. It can be seen that the mean lidar profile falls close
to themean PCASP profile over most of the RH range. Above
RH = 96% the lidar tends to overestimate fb(RH), but, in
general, the agreement is reasonable.

5. Discussion

5.1. Sensitivity to Assumed Values of Calibration and S

[21] Results in Figure 3 are recalculated using different
assumptions for the assumed S = a/b and assumed calibra-
tion constant. S is changed from 90 sr to 50 sr, and the
calibration constant is changed from 10�9 m�1 sr�1 to 10�6

m�1 sr�1 (recall that Figure 3 used S = 90 sr and a
calibration constant of 10�7 m�1 sr�1). Figure 6 shows
the mean profiles for combinations of S and calibration

Figure 4. Time series of aerosol size distribution param-
eters measured by the Passive Cavity Aerosol Spectrometer
(PCASP) over the period of interest. Between 13.0 and 13.3
UTC the size distributions are approximately constant.
Thereafter, there is a marked increase in Na and �r and a
decrease in D.
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constant. It can be seen that there is very weak sensitivity to
the assumed values. The largest difference from the base
result in Figure 3 is for S = 90 sr and a calibration constant
of 10�6 m�1 sr�1 (dotted line), particularly at the highest
RH. However, the differences are far smaller than the
variability between individual profiles over the 30-min
analysis period (Figure 3).
[22] We note that numerous studies have investigated the

effect of RH on S. Modeling studies [e.g., de Leeuw et al.,
1986] and our calculations show that S is approximately
constant with RH over the range 80% < RH < 97%. The
backscatter nephelometer measurements of Anderson et al.
[2000] show a great deal of variability in S, very little of
which can be explained by RH. We applied our model to the
region of RH > 97% and found that the behavior of S is
dependent on the aerosol size distribution and composition.
Our lidar-derived fb(RH) assumes a constant S, but accord-
ing to Figure 6, even if large changes in S do occur for
RH > 97%, changes to fb(RH) would be relatively small and
would not alter the main results in Figures 3 and 5.

5.2. Sensitivity to Cloud Base Measurement

[23] The method used here relies on a lidar measure of
cloud base height to derive the RH profile. Lidars observe
cloud base as a very hard target, and error in this measure-
ment should be small. The sensitivity of fb(RH) to an
assumed error of ±10 m in cloud base height is calculated
and shown in Figure 7. For RH < 95%, there is no differ-
ence in the mean values of fb(RH) for the three cases
considered. As RH increases above 95%, there is a pro-
gressive increase in the error in fb(RH). For example, at
RH = 96.5% the difference is ±�12%, and at 98.9% the

difference is ±�50%. The increased sensitivity to cloud
base height with increasing RH is expected; it results from
the nonlinearity of the dependence of saturation vapor
pressure on temperature, because small changes in cloud
base height (and therefore temperature) translate to larger

Figure 6. As in Figure 3, but showing sensitivity of the
mean fb(RH) to the assumed value of S and assumed
calibration constant. S is either 50 or 90 sr, and the
calibration constant is varied over 3 orders of magnitude
from 10�9 m�1 sr�1 to 10�6 m�1 sr�1.

Figure 7. As in Figure 3, but showing sensitivity of the
mean fb(RH) to the measurement of cloud base height.

Figure 5. As in Figure 3, but with b(RH) calculated based
on in situ PCASP size spectra and the assumption that
particles are fully soluble NaCl. Uncertainty bars represent
the tenth and ninetieth percentiles for the PCASP data. The
mean values from Figure 3 are superimposed for comparison.
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changes in saturation vapor pressure. The issue of how
inaccuracies in the way lidar observes cloud base, which is
based on backscatter, as opposed to a saturation point, is
explored further in section 5.3.

5.3. Conditional Sampling for Updrafts/Downdrafts

[24] The NCAR C-130 is equipped with a gust probe that
records vertical velocity w during the course of a flight. The

question arises whether there are any systematic differences
between fb(RH) in updrafts and downdrafts. Figure 8 shows
plots of fb(RH) for the stronger updrafts/downdrafts, with a
threshold of ±0.5 m s�1. It is noted (Figure 9a) that the
downdrafts tend to have higher fb(RH) than the updrafts for
all values of RH. The data were analyzed over shorter time
periods and with somewhat different thresholds (Figure 9b),
and in all cases this feature is qualitatively robust. The

Figure 8. As in Figure 3, but for conditional sampling on updraft velocity w: (a) w > 0.5 m s�1 and (b)
w < �0.5 m s�1.

Figure 9. As in Figure 3, showing only the mean values of increases in backscatter with RH: (a) w > 0.5
m s�1 and w < �0.5 m s�1 and (b) w > 0.75 m s�1 and w < �0.75 m s�1.
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differences in fb(RH) tend to increase with increasing w. For
example, at 96.5% RH the difference in fb(RH) is 35% for
w = ±0.5 m s�1 and 44% for w = ±0.75 m s�1. We have
identified two sources that explain the tendency for down-
drafts to exhibit higher growth factors than updrafts do at
the same RH:
[25] The first source is inertia to growth/evaporation. In the

stronger updrafts, larger particles do not have time to achieve
equilibrium size. According to Feingold et al. [1994], at an
updraft of 0.5 m s�1, only particles <0.05 mm radius (dry) will
achieve their equilibrium sizes. Thus the majority of particles
to which the 0.532 mm lidar is sensitive will have subequili-
brium sizes in an updraft of 0.5 m s�1; this will translate to
lower fb(RH). Conversely, downdrafts emerging from cloud
base tend to contain evaporating drops that have finite time
constants associated with evaporation, and this inertia to
evaporation translates to higher fb(RH).
[26] The second source is cloud base-height variability.

We consider the possibility that lidar b may be biased by the
differences in the microphysics between updrafts and down-
drafts and how this is observed by lidar. To explore this, a
simulation of an adiabatic air parcel is performed. The
parcel is raised from a starting RH = 85%, with particles
assumed to be NaCl, initially at their equilibrium sizes.
Kinetic limitations to growth are simulated. After saturation
is reached, the parcel rises further until the cloud-water
mixing ratio is about 0.5 g kg�1. It then reverses direction
and descends to cloud base and back to the starting RH of
85%. Figure 10 shows this sequence, as well as the
simulated backscatter b. In reality, the lidar returned power
will attenuate rapidly after the beam has penetrated 2–3
optical depths into the cloud. One can see that in the
saturated updraft, cloud base (RH = 100%) is at 478 m.

The downdraft is not quite saturated because of the inertia
of drops to evaporation, and cloud base is less clearly
defined. If one assumes that it is located at the same point
on the b profile, which would be the case if the same
detection algorithm were used, then cloud base is at 460 m,
i.e., 18 m lower. However, the calculations assume that this
point is saturated, whereas in reality the saturation altitude
would be somewhat higher. Correction for this effect would
amount to assuming a higher cloud base (as in Figure 7)
which amounts to a larger fb(RH).
[27] Figure 9 is suggestive, but quite different from, the

‘‘hysteresis effect’’ that is a well-known feature of pure
organic salts [Tang and Munkelwitz, 1994]. A pure salt that
is exposed to increasing levels of RH will not grow until its
deliquescence point is reached. For NaCl this is at �75%
RH. At this point, growth is rapid with increasing RH.
When RH decreases, the particles follow their growth
curves back down to the deliquescence point. With further
decrease in RH they depart their growth curves; they are
larger at a given RH because the hydrated particle must
work to evaporate water and crystallize a salt particle in
order to achieve the lower-energy state of a solid particle.

5.4. Relationship Between Lidar and
Nephelometer-Derived Growth Factors

[28] Since the nephelometer-derived f(RH) is the current
standard for quantifying aerosol uptake of water vapor, we
perform some calculations of both parameters for prescribed
aerosol size distributions. From Figure 4 we assume a
mean lognormal size distribution with equivalent mean
Na = 174 cm�3, �r = 0.08 mm, and D = 0.52 for the period
13.0–13.5 UTC. We then calculate the equivalent fb(RH)
(backscatter) and f(RH) (nephelometer) at a range of RH for

Figure 10. b and RH as a function of height as simulated by an adiabatic parcel model for an updraft/
downdraft sequence: (a) w > 0 and (b) w < 0.
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(1) fully soluble NaCl particles (� = 1) or (2) partially
soluble NaCl particles (� = 0.5). Figure 11a shows that for
fully soluble NaCl particles the normalized fb(RH) is larger
than the normalized f(RH) for RH > 95% with the difference
increasing as saturation is approached. When the particles
are only partially soluble, the differences are less marked,
and f (RH) > fb(RH) for 90% < RH < 98%. Conversely,
fb(RH) > f (RH) for RH > 98%. In general, however, for
RH < 95% the similarity between fb(RH) and f (RH) is such
that fb(RH) may be directly applicable. To explore this
further, Figure 12 performs similar calculations at values of
RH (92% and 98%) and two values of � (0.5 and 1.0) and for a
range of lognormal size distribution parameters rg (median
size) and s (geometric standard deviation). The equivalent
mean radius �r and relative dispersion D can be calculated
using �r = rgexp(0.5 ln2 s), and D = (exp(ln2 s) � 1)1/2.
Figure 12 shows contours of the ratio of fb(RH) to f (RH). It
can be seen that at RH = 92%, fb(RH) is within 10–20% of
f(RH) for a wide range of size distribution parameter space,
regardless of �. When RH = 98%, the differences are much
larger, and fb(RH) can be a factor of 0.5� f (RH) to a factor of
2 � f (RH) (depending on the size distribution), with some
dependence on �.

6. Summary

[29] We have shown how a single-wavelength backscatter
lidar (0.532 mm) can be used to derive information on the
growth properties of aerosol particles when the boundary
layer is well mixed and capped by clouds. The fundamental
premise is that under these conditions, increases in lidar
backscatter with increasing RH can be assumed to be
associated with aerosol uptake of water vapor. This work
therefore extends that of Wulfmeyer and Feingold [2000],

who used a differential absorption lidar to derive informa-
tion on the uptake of water vapor by aerosols. In the current
study, the in situ measurement of potential temperature and
pressure is used to calculate a temperature profile. Using
cloud base as a calibration point of 100% RH, the cloud
base water vapor mixing ratio is derived. Then, assuming
that water vapor is also well mixed, the RH profile is
calculated. The results are presented as a normalized growth
factor which is termed fb(RH).
[30] In situ aerosol size and composition measurements

are used to calculate the expected backscatter as a function
of RH, and results compare favorably with the lidar results.
This comparison was facilitated by the fact that the aerosol
particles were predominantly sodium chloride. The differ-
ences between the two calculations are well within the
errors associated with the derivation of fb(RH) inherent in
the lidar method, as well as those associated with sizing of
particles with the optical device (PCASP). In addition, the
1-s sample-to-sample variabilty in fb(RH) tends to be larger
than the variability in the mean fb(RH) because of assump-
tions made in deriving each individual fb(RH).
[31] Conditional sampling shows that downdrafts tend to

have stronger fb(RH) than updrafts do at the same RH. It is
suggested that this is a result of the time constant associated
with growth/evaporation and the particles’ inertia to size
change. In stronger up/downdrafts, particles do not have
sufficient time to reach their equilibrium sizes; growing
particles tend to lag behind in size, whereas evaporating
particles tend to be larger. It may also be due to a bias in the
way that lidar-derived cloud base is interpreted in updrafts
versus downdrafts, which then biases the derived RH
profiles.
[32] It is shown that the lidar backscatter fb(RH) may differ

significantly from that of the commonly used f (RH) based on

Figure 11. Comparison of aerosol backscatter and total scatter calculations for the mean size
distribution: (a) mass fraction of NaCl (�) = 1.0 and (b) � = 0.5.
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humidified nephelometers, particularly at RH > �95%,
where fb(RH) > f(RH). The extent of this disagreement is
dependent on the size distribution and composition of the
aerosol. However, over the range 85% < RH < 95%, fb(RH)
and f(RH) are in reasonable agreement for the conditions
explored here. The main advantage of the lidar method over
that of the nephelometer-based method is that (1) lidar can
extend the range of measurement to close to saturation and
(2) lidar measures the aerosol uptake of water vapor in
ambient, unperturbed conditions. Although aerosol back-
scatter is not necessarily the parameter of choice for measur-
ing the radiative effects of aerosol particles, the possibility it
offers for long-term monitoring of aerosol growth parame-
ters, as well as the fundamental advantages of the lidar
approach, are appealing. It is therefore suggested that broad

application of backscatter lidars in well-mixed, cloud-capped
boundary layers could provide a source of valuable informa-
tion for addressing the aerosol direct and indirect effects.
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